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ABSTRACT

A radiometer which has two channels in the 11 to 13 um window region,
has been proposed for inclusion on the forthcoming NOAA satellites. It will
be useful in estimating the sea surface temperature to within an accuracy of
1°C. But this study shows that this accuracy could be improved to within
0.3°C, if an independent estimate of total precipitable water vapor is avail-
able. In order to remotely sense the total precipitable water vapor, a broad-
band channel in the 18 pum water vapor band should be introduced in addition
to the two channels in the 11 to 13 um window region. With these three
channels the total water vapor could be estimated over oceans, which would

improve the accuracy of the sea surface temperature estimation. In addition

the effect of the surface emissivity is taken into account in this scheme,

*NAS/NRC Research Associate on leave from C.N.R., Istituto di Fisica della Atmosfera,
Rome, Italy.
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AN IMPROVED SCHEME FOR THE REMOTE SENSING
OF SEA SURFACE TEMPERATURE

INTRODUCTION

Radiometric measurements in the 8 to 13 um water vapor window are generally used for re-
mote sensing of the sea surface temperature (SST). The brightness temperature corresponding to
the measured radiances is always lower than the SST, because of the atmospheric water vapor absorp-
tion. A simple approach based on climatological data for atmospheric water vapor content as a
function of latitude and season was developed to correct for such sbsorption (Smith et al., 1970).
However since the variability of water vapor in the atmosphere is comparable to its mean value, this
climatological data set information is inadequate. The water vapor information for the SST has to be

derived from simultaneous independent measurements.

In a previous study, Prabhakara et al. (1974), hereafter referred to as PDK, used the differential
absorption properties of the water vapor to determine the water vapor absorption correction from
two channels in the 11 to 13 um window region (the Split Window Technique, SWT). The RMS

error of SST estimated with the SWT, was found to be about +1.3°C when compared with ship

measurements,

Recently Prabhakara et al. (1979) demonstrated that the total water vapor content can be de~
termined from the water vapor line strength in the 9 um region, with an accuracy of about +0.3
g/cmz. With this information, it is possible to :mprove the split window technique by removing

some of its approximations,

In this study we have considered a broad band (~ 1 um) radiometer channel in the 18 um re~

gion to derive the precipitable water vapor information (Wark et 21., 1974). An instrument with this



channel is easier to incorporate into space flights than a spectrometer and can have higher spatial
resolution. Since the surface emissivity effect on SST estimation can not be neglected when high

accuracy is desired, an empirical correction was introduced to take this effect into account.



RADIATIVE TRANSFER SIMULATIONS

Assuming local thermodynamic equilibrium and no scattering, the radiative intensity I(¥) emerg-
ing at the top of the atmosphere is
1) = B, T) 7(»,p,) + {(l.., ) B T®1 70D m

where Ts surface temperature, K;

p, surface pressure, mb;

p  pressure at any height, mb;

v  wave number, em! ;

T  temperature, K;

B  Planck intensity, erg cm=1 sr-1 s-1;

7  transmission from any pressure level p to the top of the atmosphere.

Here, surface emissivity is assumed to be unity. The effect of the actual emissivity will be ex-

amined separately.
Equation (1) may be simplified as
v, T) = B(v,Ty) 7(v, p,) + B, T) [1 — 7(», p,)) )

where E(V, T) is the weighted mean Planck emission of the atmosphere:

BT ¢

- — 7(v,Pg)
B(»,T) = 3
1

(v, Po)

and T is the equivalent radiative temperature of the atmosphere. The Planck function B can be ex~

pressed as



oB(», T)

B(,T) = B(», T + (T =Ty @)

This approximation is appropriate over a small temperature range and a narrow wave number

interval. Equation (2) now becomes
T, —T@) = [1 -] (T, -T)] Q)

where T(») is the brightness temperature and f(v) is the equivalent radiative temperature of the
atmosphere. If measurements are made in two channels, one centered around 11 um and the other
centered around 13 um, and if 7(v) can be obtained from an independent estimate of the total water
vapor content w, j.e,

) = £, (W) (6)
we have two equations with three unknowns; T, fl ; and Tl 3. But Tll and 7‘13 are not independ-

ent,

In order to study the relationship () = f,(w) and the manner in which f(v) changes as a func~
tion of wave number for different atmospheric conditions, we have developed a radiation computa~

tional scheme for the radiative transfer equation (1).

The transmission function, 7, of the water vapor needed in these calculations is taken to be the
product of three components: 7, associated with water vapor lines, L produced by the continuum
due to foreign broadening, and T, tesulting from the e~type absorption (Bignell, 1970). The trans-
mission function of the water vapor lines T, is derived using a multiple regression scheme similar to
the one proposed by Smith (1969). The method also incorporates the details of the foreign broad-

ening and the e~typc absorption (Kunde and Maguire, 1974),



Several temperature and humidity profiles were used in this computational scheme to simulate
the radiative response of the atmosphere. In each one of these temperature profiles the SST was
changed in steps of $°K, to cover the range 273 to 308°K, while the temperature gradient was kept
constant and equal to the temperature gradient of the U.S. Standard Atmosphere (U.S. Standard
Atmosphere, 1976). The relative humidity profile described in Manabe and Wetherald (1976) was

used in all of these simulations.

The relationship (6) obtained from these simulations is shown in Figure 1 for two channels,

915 to 976 cm~! (11 pm) and 776 to 845 cm™! (13 pm).

Furthermore it was found that
Ty —Ty3 = C(T; —Tyy) ¢

where C = 1.2 is a constant (Figure 2).

If we combine Equation (7) with thc equations derived from (5) for the same two channels, we

have

Ts = Tll +g(w) (Tll —Tl3) (8)

where

l—Tll
g(w) = )]
12(1 =13 =1 =1y

In Figure 3 the relationship between g and w is shown, Now, if w is available from an independent
measurement, we can calculate g(w) using the relationship shown in Figure 3, and then calculate the
corrected SST from Equation (8). PDK used %(w) = constant = 1,195, which is the value that cor-
responds to about w= 3.7 g/ cm?. This implies an overcorrection (undercorrection) of SST when w

is smaller (larger) than 3.7 g/cmz.
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Figure 2. Relationship between the equivalent radiative temperatures for the two window chan~
nels at 11 and 13 um,
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Figure 3. Coefficient for the corrcction of SST as a function of the total water vapor content,




THE REMOTE SENSED TOTAL WATER VAPOR CONTENT

The total precipitable water, w, can be obtaincd from passive satellite measurements in the
infrared (Prabhakara et al., 1979), or from measurements 1 the microwave (Grody, 1978). Com~
paring the two sources we find that the microwave measurements can be used to secure w in the
presence of non-precipitating clouds, but radiometric iifrared measurements car be made over a

finer field of view. The accuracy in the derived w is about the same.

The water vapor line strength in the 9 um window region, was used to derive w with an
accuracy better than 0.3 g/cm2 (Prabhakara et al., 1979), provided that spectrometric mea-
surements are available. But radiometric measureraents are preferable in operational satellites for
their higher accuracy and reliability. For this reason we have examined the possibility of an
alternative infrared radiometric measurement to obtain w. The Nimbus 4 IRIS gathered spectral
measurements from 400 cm~! to about 1400 cm™! over the globe for a period of about one year
(April 1970 to January 1971). The spectral resolution of this instrument .. 3 cm™! and the
noise equivalent tempcrature (NET) is about 1°C (Hanel et al., 1972). By using a large sample of
IRIS spectra, it was found that the difference vbetween SST and the mean brightness temperature

T;g in the 18 um region, from 496 to 4.9 cm™! , is highly correlated to the 9 um ‘ine strength.

That is to say : can imply that

w = f(Ts —Tls) (10

The simulation model described in the previous section, was applied to 41 radiosonde pro-
files obtained from oceanographic ships over North Atlantic and North Pacific Oceans, listed in
Table 1, to compute T;;.T,3 and T;g. These radiosonde profiles were chosen to correspond to
IRIS spectra taken within 1 degree of latitude and longitude, in nearly cloud-frec conditions

(Prabhakara et al., 1979), The differer.ce T, — T;g ranges from 10 to 3C K for values of w from



Table 1
Remotely Sensed SST and Results of Radiative Transfer Simulations Calculated from 41 Radiosonde Profiles

DAY  SHIP  (Tysup (TosiM (Ts-Tig)siM  wsHIP WwWSIM &W) (T9mRis Tivris Ti1)siM
X) x) X) @/cm?) (g/em?) ® x) X)

Apr. 19 4YM 2779 2718 14.1 093 106 048 2736 2716 2770
Apr. 22 WTKA 2994 3008 293 382 455 150 2986 2918 2940
May 7 4YJ 2810 281.1 17.1 091 143 061 279.1 2774 2799
May 9 4YN 2909 2909 20.1 190 190 073 2892 2867 2892
May 12 4YM 2801 2802 114 099 080 045 2777 2767 2735
May 17 4YN 2915 2915 209 193 200 077 2890 286.7 289.6
May 21 4Y1 2837 2836 142 158 106 049 2813 280.1 282.7
June 6 4YN 2929 2929 17.5 172 148 062 2890 287.1 291.5
June 12 4YV 2927 2933 262 346 331 111 2938 2884 2899
June 18 4YJ) 2851 2851 16.7 135 138 059 2813 2796 2838
June 21 4YE 2944 2944 260 371 323 109 2944 2896 2902
June 21 4YN 2931 2931 19.1 173 169 068 2898 2877 2916
July 2 4YD 2849 285.1 193 182 171 068 2825 2803 283.7
July 3 4YD 2931 2929 21.1 280 204 078 2898 2878 2909
July 12 4YE 2977 2975 25.7 350 3.15 106 2980 293.1 2938
July 17 4YV 2979 2984 25.5 264 309 105 2952 2913 2954
July 31 4YD 2933 2927 18.9 258 165 067 2919 2894 2910
Aug. 2 4YN 2961 2962 215 183 2.0 079 2938 2912 2940
Aug. 6 4YB 2827 2827 137 1.18 102 048 2797 2786 2819
Aug. 7 4YC 2837 2837 129 1.78 094 047 2823 2810 2830
Aug. 9 4YN 2959 2959 199 174 182 072 2938 2913 294.1
Aug. 11 4YD 2935 2932 19.3 207 172 069 2930 2910 2916
Aug. 23 4Y1 2851 2856 228 1.72 236 086 2818 2797 2835
Aug. 2 4YN 2947 2946 20.3 188 190 074 2935 291.1 2926
Aug. 30 4YN 2959 296.1 245 254 282 098 295.1 2919 293.1
Aug. 31 4YK 2932 2929 234 325 253 090 290.1 287.3 290.1
Sept. 4 4YP 2837 2834 18.6 265 164 065 2844 282.3 28222
Sept. 4 4YV 2987 2978 25.8 414 3.18 107 2948 289.8 293.8
Sept. 16 4YC 2319 2821 19.6 137 177 071 2807 278.7 280.5
Sept. 27 4YN 2941 2940 215 227 210 079 2938 290.9 2919
Oct. 4 AYN 2949 2947 23.1 246 244 089 2923 289.2 292.2
loct. 8 4YV 2953 2957 21.7 150 2.3 080 2934 290.9 293.7
Oct. 13 4YI 2859 2864 23.5 187 253 091 2858 283.0 284.0
Oct. 18 4YN 2949 2954 240 208 265 094 2935 290.6 2929
Oct. 23 4YP 2821 2823 173 083 143 061 2783 276.8 281.2
Oct. 25 4YN 2943 2944 224 212 224 083 2893 286.7 292.1
Nov. 27 4YP 2809 2810 142 09i 195 049 2807 279.3 280.1
Dec. 3 4YV 2913 2920 239 158 262 094 2911 2880  289.7
Dec. 5 4YE 2929 2934 246 209 282 099 2920 288.8 290.6
Dec. 26 4YE 2927 1925 20.5 201 194 075 2898 286.8 290.6
Jan. 26 4Y1 2®15 2816 17.8 112 150 063 2795 2778 280.3
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1to$§ g/cmz. The SST obtained from the split window technique can be used in Equation (10)
to derive w, without appreciable degradation of the accuracy. The relationship between T, — Ty

and the integrated water vapor content w is shown in Figure 4.

If we use in Equation (10) the relationship shown in Figure 4 values of w can be calculated
from T;,, Ty3. and Tyg. These values are compared with the corresponding ground truth in
Figure 5. The error of the water vapor content derived from the 18 um brightness temperature

is about 0.5 g/cm?.

The same radiosonde profiles were also used to verify the relationships presented in Figures

2 and 3. The results are shown by the crosses in the same figures.

The brightness temperature T, T, 3. and T;g computed for the 41 radiosonde profiles
available, were used to estimate the SST. The comparison between the calculated and the mea-
sured SST is shown in Figurc 6. The error found in this comparison, which is related to the

scheme used to obtain SST, is about $0.3°C.
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Figure 4. Rcelationship between the measured water vapor content and the difference
SST minus the calculated brightness temperature at 18 um,
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Figure 5. Comparison between the calculated and the observed total water vapor
content,
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Figure 6. Comparison b- ~w.en the calculated and the observed sea surface temperatures,



THE EMISSIVITY EFFECT

The emissivity of the surface in the 11 to 13 um region is usually assumed to be 1. However,

if the accuracy of the SST evaluation has to be of the order of a few tenths of a degree, the

effect of the actual surface emissivity should be taken into account.

When the surface emissivity € (») is less than 1, the complete radiative transfer equation is

10,T) = B, T e(®) 7(»,p,) + f:(p , B, T(@) dr (v, p)

Py

Blv, T(p)]
+11-e) 2 0,0 v, 2p)

T(v.8) 72 (¥,p) P

If we define for convenience a mean atmospheric emission §, Equation (11) becomes

I(?,T) = B »T) E@)+B@)AQ®)

where
E(v) = e(@) (v, p,)
A) = {1 ~v(v,p )] [1 +(1 - 7(¥,Pg))r(v, py))

(11

(12)

Now, with the help of the radiative computational scheme previously described, and suitably

modified to satisfy Equation (11}, we have calculated I(», T), B(v, T), and §(v, :l:) for the same

atmospheric conditions described in Section 2. The values of the emissivity in the two channels used

in our calculations are e = 0.992 for the 915 to 976 cm~! channel and €13 = 0.983 for the 776 to

845 cm™} channel. These values of the emissivity are derived from the data tabulated by Hale and

Querry (1973).

In order to combine the equations derived from (12) for two channels, and isolate Ty, it is

necessary to reduce all the radiances to the same wave length, We have chosen the 11 um as reference

1S



wave length, so that
By3m (T =By (T (3

where B, 3y indicates that the radiance at 13 um has been converted to 11 um. After this modifica-

tion, we find that
Bysw (T9) — Byzy (Ty3) = 1.2[By; (T) — Byy (Ty )] (14)
which is equivalent to Equation (7). Now combining Equation (14) with the equations derived from

(12) for the two channels, we have

Ay Biay (Ty3) = 1.2 A3 By (Tyy)
By (T) = (15
All El3 -1.2 Al3 (Ell +0.2 All)

from which the corrected SST is derived.

The comparison between the measured SST and the SST derived from Equation (15), using the

same 41 radiosonde profiles of Section 3, is almost identical to the one presented in Figure 6. In

this case the error is also +0.3°C.

The use of Equation (15) is rather more complicated and time consuming than Equation (8).
Since the emissivity effect in the water vapor window region is very low, it was found that, given
the same Ty, the SST corrected for the emissivity effect, can be derived by adding a constant E to

Equation (8). The constant E was found to be 0.21 £ 0.07°C for the 41 cases considered.

16



COMPARISON BETWEEN SHIP AND SATELLITE MEASUREMENTS

The Nimbus 4 IRIS spectral measurements corresponding to the 41 radiosonde profiles de-
scribed in Section 3, can be used to simulate the behavior of a three channel radiometer. Then
Ty;, Tj3 and T;g may be calculated. With the help of these brightness temperatures we can also
calculate SST, and compare it with the SST measured by ship. This comparison is presented in
Figure 7, and clearly shows that:

a. the remote sensed SST is systematically lower than ground truth,

b. the error is much larger than the one found using the results of the simulations.

However, if we compare the brightness temperature 'l'llklls derived from IRIS data and the
corresponding Tls : M derived from the radiosonde profiles using radiative transfer model simula~
tions, we find the same bias of the graph presented in Figure 7. In fact the average difference is
about 2.6°C. Similar comparison also shows that T - Tj3° = 34°Cand Ty ~ Ty~ =
4.3°C, These differences can be compensated if all the radiances measured by IRIS are increased
by about 4%. Such a systematic difference between the simulated and the measured IRIS spectra

was already noticed by Kunde et al. (1974), and indicates a possible calibration problem in the

IRIS instrument,

After compensating for the bias found by adding 4% to all the radiances, an error of 1.5°C

is still left in the comparison between the ship measured and the IRIS derived SST (Table 1).

The reasons for such large error are:
a. the existence of some residual cloud contamination in the IRIS data;
b. the poor matching in space and time between ship and IRIS data (the time gap between

ships and IRIS can be as much as six hours);

17
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¢. the radiometric error in the IRIS data;

d. the &  ‘n the ship measurements equal to about +1°C (Saur, 1963).

Since all of these errors cannot be eliminated, we are not able at the present time to give a
satisfactory ground truth comparison. However we can point out that the comparison between
the brightness temperatures T:ll“s derived from the IRIS data and the brightness temperature

l:“ derived from radiosonde profiles with the help of radiative transfer simulations, also show
an error of +1.3°C. In fact, if we eliminate this component, by subtracting from the IRIS de~
rived SST, the corresponding 1:M - T:'lus values, and if we compare these SSTs with the ship

SSTs, we find that the error is reduced to about +0.5°C.

19



CONCLUSION

T

Sea surface temperature can be calculated to withiﬁ an accuracy of 1°C (Prabhakara et al.,
1974) using the two channels of the TIROS N AVHRR-2 in the 11 to 13 um water vapor win-
dow region, However this accuracy is not sufficient for certain climate models, since sea surface
temperature anomalies can produce significant seasonal climatic changes (Namias, 1978; Reiter,
1978). Therefore in this study we have explored the possibility of increasing the accuracy to

0.5°C to meet the requirements of the Climate Program (GARP, 1975).

The SST estimation scheme developed in this study takes into account the atmospheric water
vapor absorption and the surface emissivity effect. Radiative transfer model calculations applied
to 41 radiosonde profiles taken over the oceans, revealed that the approximations intrcduced by
the present scheme give an error of less than 0.2°C using a water vapor content measured by
ships, This error becomes 0.3°C if the error in the remote sensed water vapor content is about
0.5 g/cm?. If PDK’s split window technique is used, the error for the same set of data is 0.7°C,

and is due primarily to a systematic overastimation of SST.

Since simulations show that the atmospheric absorption correction for SST can be estiruated
from three channels in the infrared with a relativeiy high degree of accuracy, the ship measure-
ments of SST for ground truth verification should be taken with the same or better accuracy.
Unfortunately such highly accurate measurements are not available at the present time. However
an examination of the data available suggests a possible accuracy of about $0.5°C in the remote

sensed SST.

The effect of acrosol scattering is in general negligible when calculating SST. Such aerosol
effects are likely to be partially compensated for by the differential absorption scheme in the two

channels. Cloud contamination of the data remains the most scrious problem. The visible channel

20



in the AVHRR-2 radiometer can help to minimize the errors due to cloud contamination since
its field of view is very fine. Moreover the cloud-contaminated data can be. corrected to some

extent by comparing radiances measured in adjacent scan spots (Smith, 1968; McMillin, 1978).

21
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